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The reversible proton dissociation and geminate recombination of photoacids is studied as a function of
temperature in monols, diols, and glycerol. For this purpose, we use a strong photoacid 5,8-dicyano-2-naphthol
(DCN2) (pKa

/≈ -4.5 in water), capable of transferring a proton to alcohols. The experimental data are
analyzed by the Debye-Smoluchowski equation, which is solved numerically with boundary conditions to
account for the reversibility of the reaction. At high temperature, the proton-transfer rate is almost temperature
independent, whereas at low temperature, the rate constant has strong temperature dependence. The unusual
temperature dependence is explained using Borgis-Hynes proton transfer theory, based on the Landau-
Zener curve crossing formulation. The high-temperature behavior of the rate constant denotes the nonadiabatic
limit, whereas the low-temperature behavior denotes the adiabatic limit. We have used an approximate
expression for the proton-transfer rate, which bridges the nonadiabatic and the solvent controlled adiabatic
limit to fit the temperature dependence curve of the experimental proton-transfer rate constant.

Introduction

The study of Excited-State Proton Transfer (ESPT) reactions
in solution is fundamental to the understanding of the nature of
the reactions of acids and bases in solution. These studies were
conducted on a photoacid molecule that dissociates upon
excitation to produce an excited anion and a proton.1-4 Even
though this subject has been studied for more than forty years,5,6

the exact nature of ESPT reactions is still not completely clear,
and neither is the dual role played by the solvent molecule (1)
as proton acceptor and (2) as a solvating medium of both the
reactant and the product.7-9

A large effort in the past four decades has been made to
understand the dynamics of proton transfer in the gas phase, in
clusters, and in the condensed phase.10-13

The fundamental theoretical framework for the analysis of
kinetics for proton/deuteron transfer is the transition-state
theory.14-17 In this theory, a classical transition state is defined
by the free-energy maximum along the reaction coordinate.
Isotope effects are calculated in terms of the difference between
the zero-point energies for the transition state and the reactant.
An additional effect of proton or deuteron tunneling through
the barrier is expected to enhance the isotope effect. Ap-
proximate theories about proton tunneling in chemistry are based
on the work of Bell.15,17 The evidences of tunneling are taken
to be a large kinetic isotope effect (KIE) and concave curved
Arrhenius plots ofk vs 1/T, i.e., at low temperatures the proton/
deuteron transfer rate constant exhibits a lower temperature
dependence.

More recent theories have revealed that tunneling is the
dominant reaction mode for proton transfer, even at ambient
temperatures. The theoretical development for solution-phase
proton-transfer reaction has been undertaken by Dogonadze,
Kuznetzov, Ulstrup, and co-workers18 and then extended by

Borgis and Hynes, Cukier, and Voth.19-21 These theories suggest
that when a potential energy barrier is present in the proton-
reaction coordinate, the reaction pathway involves tunneling
through the barrier, as opposed to passage over barrier.

In a recent paper,22 we described our experimental results
on an unusual temperature dependence of excited-state proton
transfer from a super photoacid (5,8 dicyano-2-naphthol, DCN2)
to methanol, ethanol, and propanol. At temperatures above 285
K the rate of the proton transfer in methanol is almost
temperature independent, whereas atT < 250 K, the rate exhibits
large temperature dependence. The rate constant is similar to
the inverse of the dielectric relaxation time. We proposed a
simple stepwise model to describe and calculate the temperature
dependence of the proton transfer to the solvent reaction. The
model accounts for the large difference in the temperature
dependence and the proton-transfer rate at high and low
temperatures.

In the following paper, we extended the measurements of
the dynamics of excited-state intermolecular proton transfer
(ESPIT) from DCN2 to a large number of monols, diols, and
glycerol as a function of temperature. The temperature depend-
ence of the rate constant for proton transfer in these solvents is
explained as a continuous transition from nonadiabatic (high
temperature) to adiabatic (low temperature) proton transfer to
the solvent. This phenomenon can be understood by the
Landau-Zener curve-crossing formulation developed for proton-
transfer rate constant by Borgis and Hynes.19

Experimental Section

Time-resolved fluorescence was measured using the time-
correlated single-photon counting (TCSPC) technique. As an
excitation source, we used a cw mode-locked Nd:YAG-pumped
dye laser (Coherent Nd:YAG Antares and a 702 dye laser),
providing a high repetition rate (>1 MHz) of short pulses (2 ps
at full width half-maximum, fwhm). The (TCSPC) detection
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system is based on a Hamamatsu 3809U, photomultiplier,
Tennelec 864 TAC, Tennelec 454 discriminator, and a personal
computer-based multichannel analyzer (nucleus PCA-II). The
overall instrumental response was about 50 ps (fwhm). Meas-
urements were taken at 10 nm spectral width. Steady-state
fluorescence spectra were taken using a SLM AMINCO-
Bowman-2 spectrofluoremeter.

DCN2 was synthesized by Tolbert and co-workers.23 The
sample concentrations were between 2× 10-4 and 2× 10-5

M. Solvents were reagent grade and were used without further
purification. The solution’s pH was about 6.

The DCN2 fluorescence spectrum consists of two structureless
broad bands (∼40 nm fwhm). The emission band maximum of
the acidic form (ROH*) emits at 450 nm in water and in
alcohols. The emission band maximum of the alkaline form
(ROs*) emits at 600 nm in water and in alcohols. At 450 nm,
the overlap of the two luminescence bands is rather small and
the contribution of the ROs* band to the total intensity at 450
nm is about 0.5%. In addition, we find that some fluorescent
impurity in the DCN2 compound increases the fluorescence
intensity at long times to a level of 2% of the peak intensity.
Therefore, in the time-resolved analysis we add to the calculated
signal an additional exponential decay of 10 ns with amplitude
of about 2% to compensate for the impurity fluorescence. To
avoid ambiguity due to overlap between fluorescence contribu-
tions of ROH* and ROs*, we mainly monitored the ROH*
fluorescence at 450 nm.

The temperature of the irradiated sample was controlled by
placing the sample in an oven or a liquid N2 cryostat with
thermal stability of approximately( 1K.

Results and Discussion

A. Proton Dissociation and Geminate Recombination in
the Liquid Phase.1. General Considerations.Experimental and
theoretical studies of ESPT processes in solution have led to
the development of a two step model24,25 (Scheme 1).

The first step is described by back-reaction boundary condi-
tions with intrinsic rate constantskd andkr. This is followed by
a diffusional second step in which the hydrated proton is
removed from the parent molecule. This latter step is described
by the Debye-Smoluchowski equation (DSE). In the continuous
diffusion approach, one describes the photoacid dissociation
reaction by the spherically symmetric diffusion equation (DSE)26

in three dimensions.24,25 The boundary conditions atr ) a are
those of back reaction, (Scheme 1).kd andkr are the “intrinsic”
dissociation and recombination rate constants at the contact
sphere radiusa. Quantitative agreement was obtained between
theory and experiment24,25 and, as a result, it was possible to
make a closer study of the ESPT process itself, as well as the
dynamic and static properties of the solvent.

An important parameter in our model is the mutual diffusion
coefficientD ) DH+ + DRO-. The temperature dependence of
the proton diffusion constant,DH+, for various alcohols was
deduced from the proton conductance measurements as a
function of T.27,28 The anion diffusion constant,DRO-, as a
function of T was estimated from the solvent viscosity data.29

The temperature dependence of the dielectric constant and the
dielectric relaxation of neat alcohols data was taken from Refs
30-33. Figure 1 shows, on a semilog scale, the time-resolved

SCHEME 1

ROH* {\}
kd

kr
[RO-*...H+](r)a) {\}

DSE
RO-* + H+

Figure 1. (a) Time-resolved emission of DCN2 in glycerol solution
of the protonated form (ROH*) measured at several temperatures in
the range 295-410 K. (b) Time-resolved emission of DCN2 in ethylene
glycol solution of the protonated form (ROH*) measured at several
temperatures in the range 295-373 K. (c) Time-resolved emission of
DCN2 in 1,4-butanediol solution of the protonated form (ROH*)
measured at several temperatures in the range 295-393 K.
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emission intensity of DCN2 in ethanediol (1a), 1,4-butanediol
(1b) and glycerol (1c) solutions measured at 450 nm at various
temperatures in the range of 273-415 K. Using Scheme 1 and
the numerical solution of the DSE,24 we fitted the experimental
data and extracted both the intrinsic proton dissociation and
recombination (kd andkr) rate constants. Typical chi-squares of
the fit range from 1.2 to 2. We determined the proton-transfer
rate constant,kd, from the fit to the initial fast decay of the
ROH* fluorescence (∼150 ps for DCN2 in glycerol at 400 K).
The initial fast component of the fluorescence decay is mainly
determined by the deprotonation process and is almost insensi-
tive to the geminate recombination process. The long time
behavior (the fluorescence tail) seen in the ROH* time-resolved
emission is a consequence of the repopulation of the ROH*
species by reversible recombination of ROs* with the geminate
proton. The reprotonation is an adiabatic process, and therefore,
the excited ROH* can undergo a second cycle of deprotonation.
The overall effect is a nonexponential fluorescence tail.24

The comparison of the numerical solution with the experiment
involves several parameters. Some are adjustable parameters,
like kd andkr, others, like the contact radius,a, have acceptable
literature values.24,25The static dielectric constant,ε, is known
as a function of the temperature for the solvents used. There
may be uncertainties concerning the values of the mutual
diffusion constant,D, at low temperatures. Thus, we are facing
a multiparameter problem in adjusting a solution of a partial
differential equation to fit the experimental data.

The asymptotic expression (the long time behavior) for the
fluorescence of ROH*(t) is given by34

In the above equation,RD is the Debye Radius, given by

wherez1 andz2 are the charges of the proton and anion,ε is the
static dielectric constant of the solvent, and the absolute
temperatureT. The variablee is the electronic charge, andkB

is Boltzmann’s constant. Equation 1 shows that uncertainty in
the determination ofD(T) causes a larger uncertainty inkr. Also,
the relatively large fluorescence “background”, due to fluores-
cent impurity in the DCN2 compound, prevents us to determine
accurately the recombination rate constant. We estimate that
the error in determination ofkd is 5%. The error in the
determination ofkd is due to (1) the signal-to-noise ratio of the
experimental signal, which affects the fluorescence curve at
longer times and (2) the interplay betweenkd andkr (see eq 1)
at longer times. The uncertainty in the determination ofkr is
estimated to be much larger,∼20%. The relatively large
uncertainty in the values ofkr arises from the complex relation
between the above-mentioned parameters, which determine the
ROH* fluorescence tail and the large background due to
fluorescence of impurity in the DCN2 sample.

B. Temperature Dependence of the Proton-Transfer Rate.
A semilog plot of the dissociation rate constant,kd, of DCN2
in methanol, ethanol propanol, ethanediol, 1,4 -butanediol, and
glycerol solutions versus 1/T is shown in Figure 2a. The variable
kd in methanol and ethanol is almost independent of the liquid
temperature (in the range+60 °C to +20 °C). The temperature
dependence ofkd in propanol at the high-temperature range is
larger than that in methanol and ethanol. At lower temperatures,

kd in all the alcohols used in this study decreases rapidly as the
temperature decreases.

The temperature dependence ofkd is quite unusual for
chemical reactions. In general, chemical reactions obey a
constant exponential (Arrhenius) decrease of the reaction rate
constant as a function of 1/T in a large temperature range. As
described before, the value ofkd is almost insensitive to the
solvent temperature atT > 10 °C whereas, below-20 °C, kd

decreases with the decrease in the sample temperature with a
relatively large activation energy.

The activation energies ofkd of DCN2 in the liquid phase of
the above-mentioned solutions as a function of 1/T are shown
in Figure 2b. The activation energies are obtained by dif-
ferentiating a polynomial fit of the data in Figure 2a. At the
low-temperature range,< 10 °C, the activation energy ofkd in
all the monols increases monotonically asT decreases and

[ROH*] = π
2

a2exp(RD/a)
kr

kd(πD)3/2
t-3/2 (1)

RD )
|z1|z2|e2

εkBT
(2)

Figure 2. (a) Arrhenius plot of the proton-transfer rate constant of
DCN2 in methanol (9), ethanol (b), propanol (2), 1,4-butanediol (O),
ethylene glycol (∆), and glycerol (0) as a function of 1/T. (b) The
activation energies of the proton-transfer rate in methanol (9), ethanol
(b), propanol (2), 1,4-butanediol (O), ethylene glycol (∆), and glycerol
(0) as a function of1/T.
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approaches a constant value similar to the one of the dielectric
relaxation time. The literature values30 of the activation energies
of τD are 12, 16, 21, and 48 kJ/mol for methanol, ethanol,
propanol, and glycerol, respectively. For the proton-transfer
activation energies at low temperatures, we obtained 13, 15.5,
and 20 kJ/mol for methanol, ethanol, and propanol, respectively.

Discussion

In the following section, we first present theoretical develop-
ments related to nonadiabatic and adiabatic proton transfers.
This will then be followed by a description of our previous
model accounting for the temperature dependence of proton-
transfer rate. Finally, a correlation of our model of proton
transfer with the theory will be presented.

The model for nonadiabatic proton-transfer developed by
Kuznetsov and his colleagues18 is very similar to the model for
nonadiabatic electron transfer in its treatment of the involvement
of solvent. The fundamental assumption is that when a barrier
is encountered in the proton transfer coordinate, the proton
tunnels through the barrier, thus leading to a nonadiabatic
process. This assumption is fundamentally different from the
Bell15 picture, where proton tunneling occurs only in the region
at the top of the reaction barrier. In the Kuznetsov model,18

when the polar solvent is equilibrated to the reactant, the proton
will not be transferred due to an energy mismatch in the reactant
and product states. Upon a solvent fluctuation, the energy of
the reactant and product states becomes equal, and it is in this
solvent configuration that the proton tunnels from one side of
the well to the other. Finally, upon solvent relaxation, the
product state is formed.

If the pretunneling and post-tunneling configurations are
regarded as real, transient intermediates, the process can be
described by a set of chemical equations35

where AH is the protonated photoacid, SB is a single solvent
molecule to which the proton is transferred, SR is the solvent
configuration to stabilize the reactants, and Sp is the solvent
configuration of the products. S* is the solvent configuration
to equally stabilize AH...SB and A-...HSB.

The initial ideas put forth by Dogonadze, Kuznetzov, Ulstrup,
and co-workers18 for nonadiabatic proton transfer were extended
by Borgis and Hynes.19 They addressed the important issue of
low frequency vibrations in promoting proton transfer. One
important difference between electron transfer and proton
transfer is the extreme sensitivity of the proton tunneling matrix
element to distance. The functional form of the tunneling
coupling matrix element between the reactant and product state,
for moderate to weakly coupling, isc(Q) ) C0 exp(-RδQ).
The decay parameterR is very large, 25-35 Å-1, when
compared to the corresponding decay parameter for the elec-
tronic coupling in electron transfer, 1 Å-1. It is this feature that
makes the dynamics of proton transfer so sensitive to the
internuclear separation of the two heavy atoms. Although a
decrease of 0.2 Å will increase the rate of electron transfer only
by a factor 1.21, a similar distance change in proton transfer
will increase the rate by a factor of∼400.

The Borgis-Hynes19 model introduces a low-frequency
vibrational mode,Q, whose frequency isωQ, and the associated
vibrational reorganization energy isEQ. They derived the
nonadiabatic rate constant,k. It was similar to that of Kuznetsov
and co-workers18 but the tunneling term is significantly modi-
fied. The tunneling term strongly depends on a promoting
vibration,Q, and the proton-transfer rate increases with respect
to the Kuznetsov fixed equilibrium distance formula.

A simpler model was used by Bernstein and co-workers to
calculate the proton-tunneling rate in gas-phase van der Waals
clusters.11 The model employed consists of three essential
features: (1) the untransferred and transferred structures are
separated from one another by a potential-energy barrier that
can be characterized by a width and height, (2) the barrier width
and height are modulated by vibrational excitation of the
intermolecular cluster modes, and (3) vibrational energy is
distributed statistically among the vibrational (van der Waals)
modes. Tunneling rates can be calculated as a function of the
heavy atom separation based upon the WKB approximation for
particle penetration through a barrier of assumed functional
form.

The barrier height and width are modulated by the stretching
mode between the photoacid and the accepting solvent molecule
near the OH group of the donor. Calculations of the proton-
transfer rate of this simple model reveal that the stretching mode
has a profound effect on the proton-transfer rate. For a parabolic
barrier shape and a barrier height of 8000 cm-1 and half width
of 0.2 Å, and intermolecular vibrational frequency of∼120
cm-1, the tunneling rate increases by more than 3 orders of
magnitude from 108 s-1 to 1011 s-1.

A. Qualitative Model for the Temperature Dependence
of Excited-State Proton-Transfer Reactions.The main find-
ings of the experiments are as follows:

1. DCN2 transfers a proton in the excited state to protic
solvents.

2. At relatively low temperature, the temperature dependence
of the ESPIT rate constant follows 1/τD, whereτD is the slow
component of the dielectric relaxation.

3. In contrast to the low temperature behavior, at relatively
high temperatures, the proton-transfer rate constant is almost
temperature independent.

4. Similarly, we find high-temperature asymptotic behavior
on a much limited temperature range for other photoacids like
HPTS and other naphthol derivatives in water.36

PreVious Model of Proton-Transfer Rate Constant.Previ-
ously, we used a qualitative model that accounts for the unusual
temperature dependence of the excited-state proton transfer. The
proton-transfer reaction depends on two coordinates; the first
one depends on a generalized solvent configuration. For the
alcohols used in this study, the solvent coordinate characteristic
time is within the range of the dielectric relaxation timeτD and
the longitudinal relaxationτL ) (ε0)/(εs)τD. The second coor-
dinate is the actual proton translational motion (tunneling) along
the reaction path.

The model restricts the proton transfer process to be stepwise.
The proton moves to the adjacent hydrogen bonded solvent
molecule only when the solvent configuration brings the system
to the crossing point according to Kuznetsov model.18 This
simple model excludes parallel routes for the ESPT in which
many solvent configurations permit the reaction to take place
with a distribution of reaction rates, whereas in a two-
dimensional model, these parallel routes are permitted and
contribute to the overall effective rate. In the stepwise model,
the overall proton-transfer time is a sum of two times,τ ) τ1

AH + SB + SR {\}
k1

k-1
AH‚SB + S*

AH‚SB + S* {\}
k2

k-2
A-‚HSB + S*

A- + HSB + S* 98
k3

A- + HSB + Sp
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+ τ2, where τ1 is the characteristic time for the solvent
reorganization, andτ2 is the time for the proton to pass to the
acceptor. The overall rate constant,kd(T), at a givenT is

wherekS is the solvent coordinate rate constant, andkH is the
proton coordinate rate constant.

Equation 3 provides the overall excited-state proton-transfer
rate constant along the lines of a stepwise process similar to
the processes mentioned above. As a solvent coordinate rate
constant, we usekS(T) ) b/τD, whereb is an adjustable empirical
factor determined from the computer fit of the experimental
data. We find that the empirical factor lies between 0.65 and 4.
For the alcohols,τL is usually smaller thanτD by a factor of
2-6. Thus, the solvent characteristic time,τS ) 1/kS(T), for
monols lies between the dielectric relaxation and the longitudinal
time, τL < τS < τD. The reaction rate constant,kH, along the
proton coordinate is expressed by the usual activated chemical
reaction description given by eq 4. At high temperatures, the
solvent relaxation is fast and the rate determing step is the actual
proton-transfer coordinate.

wherekH
0 is the preexponential factor determined by the fit to

the experimental results and∆G* is the activation energy.
The activation energy,∆G*, is determined from the excited-

state acid equilibrium constant,Ka
*, and the structure reactivity

relation of Agmon and Levin.37 Ka
* is calculated from the rate

parameters derived from the time-resolved emission at∼320
K, assuming thatkH = kd according to

whereNA is Avogadro’s number andka ) 4πa2kr.22

Temperature Dependence and the Free Energy Relation-
ship. Pines and co-workers38 correlated the value of the proton
dissociation ratekd of many photoacids with their pKa

/ value.
They used the structure reactivity relation published by Agmon
and Levine.37 Recently, Solntsev et al.39 used the same type of
free energy correlation for 5-cyano-2-naphthol in several
solvents. The basic assumption in such a correlation is that,
within a family of similar reactions, the intrinsic free-energy
barrier for the reaction is modified by the total free energy
change following the reaction. When the reaction is endothermic,
∆G . 0, such correlation predicts a slope of one between lnk
and∆G. This correlation predicts asymptotic behavior at∆G
, 0, ∆G* ) 0 (i.e., a slope of zero in the correlation of lnk
and ∆G) and that the reaction rate constant will assume the
value of the preexponential factor. Marcus’s theory, as well as
Kuznetsov’s theory, predicts that when∆G , 0 the reaction
rate constant decreases (the inverted region). Pines et al.38 found
that the plot of lnk versus∆G of photoacids behaves as predicted
by the Agmon and Levine theory.37 At the limit of large
exothermicity,∆G , 0, the reaction rate constant is insensitive
to ∆G. In such a case, the activation energy is zero, and the
rate constant is equal to the preexponent,kH

0 , in eq 4. Pines et
al.38 found that even the fastest proton transfer reactions are
relatively slow, τD

-1 < k0 < τS
-1. Thus, dielectric relaxation

provides the time clock for the proton transfer to the solvent
reaction and not the fast solvation components, which are in

the time-domain of tens of femtoseconds.40 Thus, the main
experimental findings of the proton-transfer experiments at low
temperatures that the solvent characteristic time for the proton
transfer is close toτD is in accordance with the findings of the
proton-transfer structure reactivity relation.

Figure 3, parts a, b, and c, shows the experimental rate
constant of DCN2 in the liquids used in this, and the previous
study,22 as a function of 1/T along with the computer simulation
using the overall proton-transfer rate expression given by eq 3.
As seen from the figure, the model calculation is in agreement
with the DCN2 measurements. The model accounts for the low
and the high-temperature regime as well as the intermediate
regime between them. The parameters for the fit of Figure 3
are given in Table 1. There are three adjustable free parameters
in the computer fits shown in Figure 3. These parameters are
b, kH

0 and∆G0
*, whereb is an empirical factor determined by

kS(T) ) b/τD, kH
0 is the preexponential in eq 4 and∆G0

* is the
intrinsic activation energy. For methanol, the parameters are as
follows: kH

0 ) 3 × 1010 s-1 andkS(T) ) 2.1/τD. From Table 1,
we find that the preexponentialkH

0 is solvent dependent, and its
value is similar to 1/τD at room temperature andb ranges from
0.65 to 4. We used∆G0

* ) 3 kJ/mol for all three solvents. This
value is slightly smaller than the one used by Pines et al.38 The
activation energies are only slightly dependent on the solvent
and were calculated according to the Agmon-Levine structure
reactivity relation. For methanol, the activation energy is
∆G* ) 2.1 kJ/mol and pKa,chem

/ ) -0.37.
From the model, it appears that, at low temperatures, a solvent

motion with a characteristic time approximately that of the
dielectric relaxation time, controls the reaction rate of the proton
transfer. This is clearly seen in the case of proton transfer from
excited DCN2 to neat protic solvents like methanol, ethanol,
propanol, 1,2 ethanediol, 1,4 butanediol, and glycerol. At the
high-temperature limit, the solvent relaxation time is faster than
the tunneling process and the overall rate constant is determined
by the proton tunneling.

An extension of this stepwise model can be described by a
two-dimensional Markovian reaction-diffusion model.41,42Us-
ing such a model will increase the effective proton transfer rate,
especially in the intermediate temperature range, wherekS ≈
kH. From Figure 4 it can be seen that, for methanol in this range,
the computer fit underestimates the experimental proton-transfer
rate.

Qualitative Comparison of the Temperature Dependence
of Proton Transfer with the Borgis-Hynes Theory. In this
section, we will compare our previous qualitative model based
on the experimental results with the Borgis-Hynes theory for
the proton transfer, which uses the Landau-Zener curve-
crossing formulizm.19-21

The reaction can be described schematically

The reactant is an intermolecular hydrogen-bonded complex
between the photoacid,AH*, and a solvent molecule,SB, that
serves as a base, characterized by a hydrogen bond to the
photoacid and also to other solvent molecules. It was found
that this hydrogen bond in protic solvents shifts the fluorescence
band to the red by about 1000 cm-1.39 In water, this specific
water molecule,SB, has three hydrogen bonds to three water
molecules. To form the product,A‚‚‚HSB

+, in water, one
hydrogen bond ofSB to a water molecule must break. Thus,
relatively long-range reorganization of the hydrogen bond
network takes place upon proton transfer to the solvent. This

A*H‚‚‚SBfA-*‚‚‚HSB
+

kd(T) )
kH(T)kS(T)

kH(T) + kS(T)
(3)

kH ) kH
0exp(- ∆G*

RT ) (4)

Ka,chem
/ ) 1027kd/(NAka) (5)
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complex rearrangement, to accommodate the product, is prob-
ably the reason for a slow solvent generalized configuration
motion, which corresponds to a low-frequency component in
the solvent dielectric spectrum. Its time constant is close to the
slow component of the dielectric relaxation time. According to
Borgis and Hynes,19 Bernstein and co-workers11 and Syage,13

a second important coordinate should be taken into account.
This second coordinate is the distance between the two heavy
atoms, O-H‚‚‚O in our case. This distance is modulated by a
low-frequency vibrational mode,Q.11,19 The proton tunnels
through the barrier from the reactant well to the product well
via the assistance of the low frequency,Q, mode whenever the
solvent configuration equalizes the energies of the reactant and
the product. As mentioned above, our experiments indicate that
the solvent fluctuation rate to equalize the energies is not of
the order of 1013 s-1 but slower than 1012 s-1. For monols, diols,
and glycerol, it is very close to 1/τD, where τD is the slow
component of the dielectric relaxation time.

Borgis and Hynes19 derived an expression for the rate
constant,knm, for a transition between theQ-vibrational state,
n, in the reactant to theQ-vibrational state,m, in the product.
They wrote an expression forknm in a transition state theory
form. In particular,knm can be expressed as the average one-
way flux in the solvent coordinate, through the crossing point
Snm of the two free energy curves for then andm vibrational
states, with the inclusion of the transmission coefficient,κnm

wc,
giving the probability of a successful curve crossing

whereS is the solvent coordinate,Ṡ is the solvent velocity, and
Θ(Ṡ) is the positive velocity step function.

To find the appropriate nonadiabatic transmission coefficient
factor, κnm

wc, for use in this equation, Borgis and Hynes19 used
the general Landau-Zener (LZ) transmission coefficient,κnm,
adapted for the present problem. The LZ factor, appropriate for
a positive velocity approach to the crossing point, is

where ∆Vnm is the gapVm - Vn and includes multiple pass
effects on the transition probability. (Note thatκnm f 1 is the
adiabatic limit). Whenγnm , 1, one obtains the nonadiabatic
limit result

This leads to

in which ∆Gnm
* is the activation free energy

γnm (See eq 8) depends on the potential surfaces curvature,
(∂∆Vnm/∂S)Snm, on Cnm

2 and on Ṡ. Cnm
2 depends on theQ

intermolecular vibrational mode which is independent ofT and
S. The solvent velocity,Ṡ, strongly depends on the temperature.

Figure 3. (a) Two step model calculations (see text) of the temperature
dependence of the proton-transfer rate in methanol (solid line), ethanol
(broken line), propanol (dotted line), and glycerol (dash-dot line), along
with the experimental resultssmethanol (squares), ethanol (circles),
propanol (triangles), and glycerol (diamonds). (b) Two step model
calculations (see text) of the temperature dependence of the proton-
transfer rate in 1,4-butanediol (solid line) and glycerol (dashed line),
along with the experimental resultss1,4-butanediol (squares) and
glycerol (circles) and the dielectric relaxation time for 1,4-butanediol
(open circles) and glycerol (open squares). (c) Two step model
calculations (see text) of the temperature dependence of the proton-
transfer rate in ethylene glycol (solid line) and glycerol (dashed line),
along with the experimental resultssethylene glycol (circles) and
glycerol (squares) and the dielectric relaxation time for ethylene glycol
(open circles) and glycerol (open squares)

knm ) 〈ṠΘ(Ṡ) δ(S- Snm) κnm
wc(Ṡ, Snm)〉R (6)

κnm ) [1 - 1/2exp(-γnm)]-1[1 - exp(-γnm)] (7)

γnm )
2πCnm

2

p(∂∆Vnm/∂S)Snm
Ṡ

)
2πCnm

2

pkSṠ
(8)

κnm
wc ) 2γnm (9)

knm ) 2π
p

Cnm
2[( â

4ESπ)1/2
e-â∆Gnm

* ] (10)

∆Gnm
* ) 1

4ES
(ES + ∆G + ∆Enm)2 (11)
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In fact, Ṡ relates to the solvent relaxation. On the basis of the
experimental data, we infer thatṠ) b/τD, whereτD is the solvent
dielectric relaxation time andb is a factor between 0.65 and 4.
In all the solvents used,τD depends, nearly exponentially, on
the temperature. The activation energy ofτD of these solvents
ranges from 12 kJ/mol (methanol) to 48 kJ/mol (glycerol). Thus,
for glycerol and diolsτD, changes by about 4 orders of
magnitude within the temperature range studied,∆T = 120 K.

γnm assumes a low value at high temperature and a high value
at low temperature. For the solvents used in this experiment,
the value ofγnm as a function of the temperature smoothly
increases from a value close to 0, i.e.,γ , 1 (the nonadiabatic
limit) to a valueγ . 1 (the adiabatic limit). An illustration of
the temperature dependence of the transmission coefficient,κnm,
for glycerol as solvent is shown in Figure 4. We used eqs 7
and 8 and (2πCnm

2)/(pks) ) 108. τD is taken from Ref 31. It is
clearly seen that the transmission coefficient,κnm, changes from
close to zero at high temperatures (above 400 K) to close to 1
at low temperatures (below 325 K).

Borgis and Hynes19 have also theoretically examined the
situation of the adiabatic limit, which leads to the rate expression

whereωS is the solvent frequency, and∆G* is the free energy

of activation. In regular theoretical considerations,Cnm
2 is large,

the gap is large,κnm ≈ 1, and the reaction rate proceeds on an
adiabatic potential surface. In our approach,Cnm

2 is an unknown,
and approximately constant over the studied temperature range,
but Ṡ, the solvent velocity, appearing in the denominator ofγ
(eq 8) depends exponentially on the temperature. Thus, at slow
solvent velocityγ . 1 andκnm ≈ 1, the proton-transfer reaction
proceeds adiabatically, that is, the rate-limiting step is the solvent
velocity. According to Borgis and Hynes19 (eq 13), the pre-
exponential-factor will be of the order of 1013 s-1 or greater.
This expression sets a limit of the fastest proton-transfer rate
of about (100 fs)-1. Such a high rate was found so far only in
intramolecular proton transfer.43 This rate is almost larger by a
factor of 100 than that of the one found experimentally for the
fastest intermolecular proton transfer.

Rips and Jortner44 derived an expression for the electron
transfer (ET) rate, which bridges between the nonadiabatic and
the solvent controlled adiabatic limit. They established simple
criteria for the validity range of various descriptions of the ET
dynamics, i.e., the transition state theory, the solvent controlled
ET, and the adiabatic and nonadiabatic limits. The expression
for the overall ET rate constant they derived is

where kET
AD and kET

NA are the adiabatic and nonadiabatic rate
constants, respectively. These rate constants have a similar
functional form to the proton-transfer rates given by Borgis and
Hynes.19

Our previous stepwise model22 is similar to the expression
of Rips and Jortner44 for the overall ET rate constant that bridges
between the two extreme casessthe nonadiabatic and the
adiabatic ET.

In this study, we propose to adopt qualitatively the Borgis-
Hynes19 formulas for nonadiabatic and adiabatic proton-transfer
rate constants. These rates are used in a similar form as
suggested by Rips and Jortner44 for the overall expression of
the electron-transfer rate constant (eq 14). To use the rate
constants quantitatively, we face some unknown parameters.
The rate constant for the nonadiabatic proton-transfer includes
the unknown coupling matrixC. In the high-temperature regime,
âpωQ , 1, the nonadiabatic reaction rate constant, when the
reaction asymmetry magnitudes|∆G| < ES, is

whereEtot ) ES + EQ + ER, and the thermally average square
coupling is approximately

TABLE 1: Relevant Parameters for Model Calculations

Ka,chem
/ pKa,chem

/
∆G*

[kJ/mol]
G0

*

[kJ/mol]
kH

0 at 298 K
[s-1] 10-10

kH at 298 K
[s-1] 10-10

kS at 298 K
[s-1] 10-10

τD[ps]
at 298 K b

MeOH 2.3 -0.37 2.0 3.0 2.9 1.25 4.3 48 2.1
EtOH 2.1 -0.33 2.1 3.0 1.5 0.63 1.7 132 2.3
Propanol 2.1 -0.33 2.2 3.0 0.80 0.33 1.2 341 4.0
Ethylene Glycol 2.3 -0.37 2.0 3.0 1.70 0.73 1.39 65 0.90
1,4-Butane Diol 2.6 -0.41 1.98 3.0 2.3 1.03 0.51 666 3.4
Glycerol 1.2 -0.08 2.8 3.0 0.90 0.21 0.011 5750 0.65

a pK* is calculated by eq 5. The estimated error in the determination of pK* is 8%. b b is an empirical factor used in the determination of the
proton-transfer rate at the low-temperature range (kS(T) ) (b)/(τD), see text).

Figure 4. Landau-Zener (LZ) transmission coefficientκnm as a
function of the temperature.

γnm ∝ τD(T);

τD ) τD
0 eEa/RT (12)

kAD ) (ωs/2π) exp(-â∆G*) (13)

kET
-1 ) (kET

NA)-1 + (kET
AD)-1 ) τET

AD + τET
NA (14a)

kET )
kET

NA kET
AD

kET
NA + kET

AD
(14b)

k )
â〈C2〉

p ( π
âEtot

)1/2
exp(-â∆G*) (15)
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Experimentally, in the high-temperature regimes, we find for
DCN2, a super photoacid, very small activation energies,∆G*

(see Figure 3). In addition, the apparent non-Arrhenius tem-
perature behavior arising from the average square coupling,〈C2〉
(eq 16), is, in practice, quite weak for typically realistic
parameter values so that, for all practical purposes,k displays
Arrhenius behavior, despite the fact that the intrinsic reactive
event is quantum proton tunneling.19 Because we do not know
the coupling matrix element we can use the classical Arrhenius
expression for the temperature dependence of the nonadiabatic
rate constant

For the adiabatic limit, Borgis and Hynes found19 that

for the symmetric case∆G ) 0, ∆GAD
* ) ∆GNA

* - C0.
Because∆GNA

* was found, experimentally, to be small,∆GAD
*

is also very small. The prefactor, (ωS)/(2π), is the solvent
response frequency. Although Borgis and Hynes estimated that
ωS ≈ 1013s-1, our experimental findings relate the solvent
responseτS

-1 to τL < τS < τD for the protic solvents we used.
This slow response arises from the long-range solvent re-
arrangement needed to get to the crossing point in the curve
crossing formulation. To equalize the energies of the reactant
and products, the hydrogen bond network of both the reactant
and product needs a large change. The characteristic time,τS,
for this change is probably long. Evidence for such long times
is given by the structure reactivity (free energy relation) of
proton-transfer reactions.

We propose to use a similar expression to the one used by
Rips and Jortner44 that bridges between the nonadiabatic and
the solvent controlled adiabatic limit (eq 14). For the proton
transfer to the solvent

The formal expressions forkPT
NA andkPT

AD are given by eqs 17
and 18.kPT

NA is qualitatively parallel tokH in eq 3. Accordingly,
the prefactor,kH

0 , depends on the thermally average square
coupling matrix (eq 16).kPT

AD is similar tokS in eq 3. The time
scale of the solvent control is slow and is close toτD. Using eq
19 to calculatekPT(T) as a function of the temperature results
in a qualitatively similar behavior to eq 3. Figure 3 shows such
a fit to the experimental data. As can be seen, the fit is good
for all solvents shown. These solvents differ in their charac-
teristic dielectric relaxation time by a factor of 100. The lowest
temperature is 160 K for methanol and ethanol, and the highest
temperature is 410 K for the diols and glycerol.

Summary

We have studied by time-resolved emission techniques the
proton dissociation and the reversible geminate recombination
processes in alcohols. DCN2 was used as the excited-state proton
emitter (photoacid). The experimental time-resolved fluores-

cence data were analyzed by the exact numerical solution of
the transient Debye-Smoluchowski equation (DSE).

We have found that the proton dissociation rate constant,kd,
of excited DCN2 in neat monols, diols, and glycerol at relatively
high temperatures is almost temperature independent, whereas
at lower temperatures, the proton-transfer rate is similar to the
inverse of the dielectric relaxation time.

We used the Borgis-Hynes proton transfer theory based on
the Landau-Zener curve crossing formulation to fit qualitatively
the experimental results. The results show that the unusual
temperature dependence of proton transfer to the solvent can
be explained as a continuous transition from the nonadiabatic
regime (the high-temperature limit) to the adiabatic regime (the
low-temperature limit).
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